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RESUMO: The aim of this paper is to present an alternative approach to measure effect size. The model 

proposed  belongs to r family. 
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RESUMO: O objetivo deste artigo é apresentar uma medida alternativa de cálculo de tamanho de efeito. o 

modelo proposto pertence a família r. 
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Introduction 

The aim of every researcher is conducting a study in which find robust explanations for their data, thereby 

generalizing gets easier and your work takes shape. For many years, indeed decades, the main instrument for assessing 

the robustness of the findings was p value.  

The p value was developed by Fischer, in the 20s, and it was never the intention of its creator that it was used 

as a probability1. In fact, if there's one thing he does not measure is likely. If there is interest in  measure probability, the 

correct would be the use of bayesian statistics2. 

Recently, some academic journals, such as Basic and Applied Psychology, banned the use of p value. The 

American Psychological Association previously does the same3. Any article, to be accepted in that publication, must 

remove any mention of the p value. It was a radical measure, perhaps did not need too much, but given the amount of 

misuse of the p value may even be interesting to force researchers use statistics as an additional tool and not as a crutch. 

One point to consider is that there is a difference between statistical significance and practical significance, for example. 

Another aspect is that the significance level can be brutally changed by the sample size4. For a critical analysis of  p 

value, it is worth reading the classic, although recent5, paper, A Dirty Dozen:  Twelve P - Value Misconceptions. 

The point is that there are other mechanisms to evaluate the robustness of a finding, in a study. Using the p 

value can, and should, when used, be supplemented by other tools, such as the confidence interval, effect size measures, 

or even likely using bayesian statistics. 

The intention here is to present an alternative measure of effect size. Several researchers have worked with the 

development and application of effect size measures. Among them we can mention Jacob Cohen, for whom "the 

primary product of the research inquiry is one or more measures of effect size, not p values6." 

Effect size measures are split into two major groups: the d family, that asses the differences between groups 

and the r family that measuring the strength of the relationship of variables. For a detailed analysis, and practice of 

principals effect measures of the two groups is worth seeking7. A care that must be taken with the use of effect size 

measures is not to fall into simplistic generalizations. Cohen6, with the aim of illustration only, reported that steps d to 

0.2, 0.5 and 0.8 might be considered small, medium and large effect sizes. As for correlations, r values of 0.1, 0.3 and 

0.5 could be considered small, medium and large, to an in deep effect size implementations see Kelley8. Here it is worth 

the same observation of  p value. Researcher must not just establishing standards, limits, cuts, but look more at the data, 

the type of sample, our sample size and try to get as much information as possible4. 

 

The model 

The approach that is proposed in this paper is a measure of effect size that belongs to r family. Of course the 

prerequisites for the implementation of this effect size model are the same existing in all other  r family, but its 

interpretation is more complete than the simple use of a measure of correlation, as there is an adjustment for standard 

deviation of the groups. 

The effect size measure to be presented can be used to n groups, but its calculation will always be in pairs, as 

in other correlation models.  

The initial step for the calculation of  β effect size measure is to find the mean between the two groups. The 

mean between groups (X) will be the first step. In this paper let's considerer that we have two groups A and B, and 

suppose that X is the mean between the groups. 

For the first variable A, for example, the calculation is made by dividing the covariance between X and A the

variance of  X. Calculation of  effect size (β) for variable B, would be made by the same way, with the specific data B 

(eq. 1). 
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As the analysis of covariance is less intuitive than correlation, we can substitute the same in the formula 

shown in the following manner (eq. 2). 
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Thus, the β effect size index is a function of correlation between each of  variables set multiplied by the 

standard deviation of the mean of variables and the other variable (A, in this case)  divided by the standard deviation 

between the variables (X), as showed in eq. 3. We can reduce the equation as we can see in eq. 4. 

This is a similar version to the slope of the linear equation.  In a previous study, Peterson & Brown9, show the 

use of beta coefficient in meta-analysis, and it relationship with the r. In other areas such as finance, for example, a 

similar model is used to calculate the risk (variance of returns) of an asset relative to the market10. It is therefore, as 

already mentioned, a relative measure between the variables to be studied (groups) and the average of the groups. The 

model can be extended for n groups. The great advantage of its use is the intuitive interpretation. For example, if we 

have an index equal to 1 we will have a situation in which the group in question has an equal reaction to the average 

between groups. If the index is less than 1 (0,7, for example), the group in question has a reaction rate lower than the 

average. Finally, if the index is greater than 1, the group in question has a greater reaction than the average. The 

analysis should be done with two approaches on the one hand the magnitude and on the other, the direction of 

variation. It is, therefore, a simple metric to work and easy to analyze. 

 

An Example of Application 

An example application of the model will be shown below. Let's suppose that we are trying to calculate the 

performance of an athlete in relation to his competitors. Let us suppose that in X we have the values of the 

performance of the athlete in question and in Y the value of the average values of the competitors in the modality.  

Table 2, in turn, shows the calculation of the performance variance of the athletes (the competitors). As 

verified in equation 6, after the final calculations, the value will be in 0.140, with the roundings. Thus, the B of the 

athlete in relation to the average of the competitors will be given, with the application of the proposed formulas, by 

1.108 (0.155 / 0.140). 
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Table 1. Shows the covariance calculation, which in this example will be 0.155. 
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1,1 2,3 1,3 2,1 -0,2 0,2 -0,04 

1,9 2,5 1,3 2,1 0,6 0,4 0,24 

0,6 1,5 1,3 2,1 -0,7 -0,6 0,42 

1,6 2,1 1,3 2,1 0,3 0,0 0,00 
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Table 2. Variance 
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2,3 2,1 0,2 0,04 

2,5 2,1  0,4 0,16 

1,5 2,1 -0,6 0,36 

2,1 2,1  0,0 0,00 

Total   0,0 0,56 
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Conclusions 

As showed, the model is very simple and can be used without need of complex approaches. It's very intuitive 

and can help us to assess and analyze our data. Of course the model has the limitations  and demands that all family r 

measures of effect size have. 
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